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Abstract: 
Artificial intelligence (AI) and humans have become more intertwined than ever before, thus bringing up diverse AI 
ethics issues. Social media, autonomous driving, web search are just some of the areas where AI and humans are working 
side-by-side. An in-depth understanding of AI ethics is indispensable to improve the ethical norms of AI and promote 
better coexistence between AI and humans. 

Previous research on AI ethics reveals a general trend of researchers focusing on specific themes such as fairness and  
privacy. For example, Aïvodji et al. (2019) and Arnold et al. (2022) investigated the fairness of an algorithm in terms of 
whether potential discrimination exists. Studies on bias resulting from the unfairness are more diverse. Sun et al. (2019) 
elaborated on gender bias in natural language processing. Hutchinson et al. (2020) examined bias in machine learning for 
people with disabilities. Baron and Musolesi (2020) have focused on privacy leakage by providing an explainable 
frameworks to allow people to understand how privacy is stolen. Yet the existing studies have been conducted in isolation 
and could not answer the question of whether there is homogeneity and heterogeneity between AI ethics cases related to 
personal privacy leakage and those involving algorithmic fairness. This paper takes a macro perspective that considers 
different themes as components of a system and examines their potential correlations. 

The AI ethics cases are collected from public AI incidents database, which are stored in the structure of attribute matrixes 
as shown in Figure 1. Figure2 depicts the workflow in detail. The authors visually analyze the correlations of AI ethics 
cases across themes with the graph convolutional network (GCN) (Kipf and Welling, 2016) and the graph database Neo4j. 
AI ethics cases are first modeled through attributional organization. Their attributes are encoded into vectors by term 
frequency–inverse document frequency (TF-IDF) algorithm (Martineau and Finin, 2009). Then a link prediction task is 
implemented to identify potential correlations between cases through a two-layer GCN. Neo4j is used to visualize the 
results of link prediction.  

 

Figure 1. Part of the AI ethics attribute matrix 
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Figure 2. Technology route map 

In addition to data storage, deletion and modification, the authors have designed rich query functions for this database of 
AI ethics cases. This enables users to find more useful information about AI ethics issues. Figure 3 visualize 12 cases 
resulting from a combinational query for intelligent recommendation and negative public opinions. With these 
preliminary results, the authors aim to appeal to the cartographic community for a systemic understanding of AI ethics 
issues supported by visual analytics. 

 

Figure 3. Visualization of 12 cases resulting from a combined search. 
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